
Robust Stochastic Gr   ph
Generator for Counterfactual

Explanations
 Bardh Prenkaj

Presented at The 38th Annual AAAI Conference on Artificial Intelligence



Graph Counterfactual Explainability (GCE)



Problems with GCE

SoA is generally constrained to the input data (search-based GCE)
and relies on learned perturbation masks (learning-based GCE) 

Defaulting to factual-based explainers falters when dual
classes clash (e.g., acyclic vs cyclic graphs) 

Crossing the decision boundary isn’t enough; one
must be close to the original instance



Learning-based GCE [1-5]:
1) generate masks of relevant features given a graph     ; 
2) combine this mask with      to derive      ; 
3) feed      to the oracle      and update the mask

What’s been done until now...

CLEAR [5] uses a VAE to encode graphs into a latent representation
which, at inference, is used to generate complete stochastic graphs

G-CounteRGAN [6,7] relies on 2D convolutions on the adjacency
matrix of graphs 



Intuition

Using a generative approach possibly a GAN allows having
brand new in-distribution counterfactuals examples

We’ll exploit the generator to engender counterfactual
candidates

Use the discriminator to guide the generator in learning how to
cross the decision boundary



A closer look at RSGG-CE



RSGG-CE (inference)



RSGG-CE (inference)

Pretty good actually when
you have dual classes.



Lessons learned
through 
RSGG-CE







RSGG-CE has a gain of 66.98% and 19.65% in correctness.



We don’t care about larger graphs. Results depend only
on dataset complexity



Performance stabilizes when the number of instances is
greater than 500.



We scale perfectly when the number of nodes in a cycle
increases (GED plateaus, and correctness is 1).



Even when the number of cycles increases, we don’t need
as many edge-cutting operations.
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We can do
both
edge
additions and
removals
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We perform
a lot less
perturbation
on the graphs
vs CLEAR
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Food for Thought

???

Finding counterfactuals is mathematically
equivalent to adversarially attacking a
predictor, but they have different social

connotations


