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Class Representation Experts



Variational Autoencoders
We consider the following generative model where the graphs G are
generated from factored latent representation 
and the true class label y



Variational Autoencoders (Decoder)
To represent 𝑝 (𝐺 |𝑦), we use a single VGAE for each class 𝑦 ∈ Y,
which is dependent on the class where each node has a latent vector
and then define



Variational Autoencoders (Encoder)

> 0 and fixed
hyperparameter



Training GRACIE



Inference & Update



GRACIE is SoTA



More sampling = more validity
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on BTC-





Thank you!
Come to my poster
(#10 today at 13:00)


